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Practical remarks
• Many applications of AI.

• AI in science. AI in medicine. AI in creative industries. AI in education. 

• Advanced voice mode.

• Prompt engineering.

• Final remarks – what does it all means?

• Links to useful resources. 

Best review of AI: Stanford Human-Centered AI (HAI) 2024 AI Index Report (April). 

AI beats humans on some tasks, but not on all.

• AI has surpassed human performance on several benchmarks, including some 
in image classification, visual reasoning, and English understanding. 
Yet it trails behind on more complex tasks like competition-level mathematics, 
visual commonsense reasoning and planning.

• AI makes workers more productive and leads to higher quality work.

• Scientific progress accelerates even further, thanks to AI.

https://aiindex.stanford.edu/report/


AI Index Report 4/2024

Institute for Human-Centered Artificial Intelligence (HAI), Stanford University, Report 2024, 
over 500 pages, detailed overview of AI progress. Already partially outdated -;) 

• Report Highlights 14, New SOTA Systems, Expensive Models, Public Unease

1. Research and Development 27

2. Technical Performance 73

3. Responsible AI 159

4. Economy 213

5. Science and Medicine 296

6. Education 325

7. Policy and Governance 366

8. Diversity 411

9. Public Opinion 435

• Appendix 458-502 

https://aiindex.stanford.edu/


Lifearchitect.ai models table

https://lifearchitect.ai/models-table/




LLM







Scale or something unknown? 





https://aitoolsexplorer.com

https://aitoolsexplorer.com/


Global usage by 
country



EU Plans

• Reports on AI: The European Artificial Intelligence landscape, 

• EU Digital Transformation 2021-27 plans

• Communication: Artificial Intelligence for Europe

• Digital Poland: AI strategies (in Polish) 

https://ec.europa.eu/digital-single-market/en/news/european-artificial-intelligence-landscape
https://ec.europa.eu/commission/sites/beta-political/files/budget-june2018-digital-transformation_en.pdf
https://ec.europa.eu/digital-single-market/en/news/communication-artificial-intelligence-europe
https://www.digitalpoland.org/assets/reports/Strategie%20Rozwoju%20AI%20%E2%80%93%20digitalpoland.pdf


Al Alliance

The alliance.ai enabling an ecosystem of open foundation models and datasets (global). 

We are embracing multilingual and multimodal models, as well as science models tackling broad societal 
issues like climate change and education. Many initiatives. 

• Reports on AI: The
European Artificial 
Intelligence landscape, 

• EU Digital Transformation 
2021-27 plans

• Communication: Artificial 
Intelligence for Europe

• Digital Poland: AI 
strategies (in Polish) 

https://thealliance.ai/
https://thealliance.ai/
https://ec.europa.eu/digital-single-market/en/news/european-artificial-intelligence-landscape
https://ec.europa.eu/commission/sites/beta-political/files/budget-june2018-digital-transformation_en.pdf
https://ec.europa.eu/digital-single-market/en/news/communication-artificial-intelligence-europe
https://www.digitalpoland.org/assets/reports/Strategie%20Rozwoju%20AI%20%E2%80%93%20digitalpoland.pdf


Examples of AI applications

• Forbes: 27 Incredible Examples of AI and Machine Learning 
in practice: Hello Barbie, Coca-Cola bot, Heineken bot. 

• Botsify - bot assistants, from FAQ bots to tutoring bots.

• Mika - AI math tutor for higher education.

• Snatchbot for teachers, for classroom. 

• Ozobot that can teach lessons to individuals about coding.

• Chef Watson from IBM 

• Project Malmo, AI in virtual reality.

• Google Semantris (word association); 

• Talk to Books,  Cyborg Writer, 

• Best Github projects in data science and machine learning.

• Image restoration. deblurring, sharpening: Topaz Labs. 

• Shared autonomy: 3rd wave AI (industrial)

• Human-machine collaboration in scientific research. 

https://www.forbes.com/sites/bernardmarr/2018/04/30/27-incredible-examples-of-ai-and-machine-learning-in-practice/
https://www.bernardmarr.com/default.asp?contentID=730
https://www.bernardmarr.com/default.asp?contentID=1280
https://www.bernardmarr.com/default.asp?contentID=1210
https://botsify.com/education-chatbot
https://www.carnegielearning.com/products/software-platform/mika-learning-software/
https://snatchbot.me/education
https://ozobot.com/stem-education
https://www.bernardmarr.com/default.asp?contentID=1369
https://www.microsoft.com/en-us/research/project/project-malmo/
https://research.google.com/semantris/
https://books.google.com/talktobooks/
https://cyborg.tenso.rs/
https://bigdata-madesimple.com/a-list-of-best-data-science-machine-learning-projects-at-github/
https://topazlabs.com/shop/
https://www.thirdwave.ai/
https://hms.harvard.edu/news/ais-next-wave


Tutorials on ML

• Autencoder explanations

• More ML tutorial videos on Deep Learning

• Training in various aspects of AI and high-performance computing. 

• Polish version: Oferta szkoleń organizowanych przez jednostki zagraniczne na stronie 
koordynowanego przez Cyfronet Narodowego Centrum Kompetencji HPC

• 10 Amazing Examples Of How Deep Learning AI Is Used

• 15 examples of AI in marketing.

• Reports on AI: The European Artificial Intelligence landscape, 

• EU Digital Transformation 2021-27 plans

• Communication: Artificial Intelligence for Europe

• Digital Poland: AI strategies (in Polish) 

• My Flipboard Art & AI and Flipboard AI-CI-ML

• Google NotebookLM

https://www.youtube.com/watch?v=qJeaCHQ1k2w
https://www.youtube.com/@Deepia-ls2fo
https://cc.eurohpc.pl/index.php/en/trainings-in-other-countries/
https://cc.eurohpc.pl/index.php/szkolenia-za-granica/
https://www.forbes.com/sites/bernardmarr/2018/08/20/10-amazing-examples-of-how-deep-learning-ai-is-used-in-practice
https://econsultancy.com/15-examples-of-artificial-intelligence-in-marketing/
https://ec.europa.eu/digital-single-market/en/news/european-artificial-intelligence-landscape
https://ec.europa.eu/commission/sites/beta-political/files/budget-june2018-digital-transformation_en.pdf
https://ec.europa.eu/digital-single-market/en/news/communication-artificial-intelligence-europe
https://www.digitalpoland.org/assets/reports/Strategie%20Rozwoju%20AI%20–%20digitalpoland.pdf
https://flipboard.com/@wlodzislaw/art-music-ai-brain-ih9t1m8py
https://flipboard.com/@wlodzislaw/ai-ci-ml-q2dhj0nuy
https://notebooklm.google.com/


Other Resources

• Hugging Face AI community models, datasets, and applications. 

• Futurepedia AI tools, agents, tutorials, innovations.   

• There's An AI For That - latest AI tools, by the #1 AI aggregator.

• Data Science Central: online community for data science and AI.

• MarkTechPost AI newsletter. 

• AI Alignment Forum – alignment of AI systems with human values, safety.

• Google AI Blog – research and applications from Google’s AI teams.

• DeepMind Blog – research projects, breakthroughs, and applications.

• MIT Technology Review AI – AI developments from MIT.

• OpenAI Blog – latest projects, research papers, and developments.

• AI News (AINews) daily updates on AI technologies, research and trends.

• Towards Data Science – A Medium publication offers research summaries.

• The Gradient long-form articles, essays, AI research societal impact.

• Imagine.art videos

https://huggingface.co/
https://www.futurepedia.io/
https://newsletter.theresanaiforthat.com/
https://www.datasciencecentral.com/
https://www.airesearchinsights.com/
https://www.alignmentforum.org/
https://research.google/blog/
https://deepmind.google/discover/blog/
https://www.technologyreview.com/topic/artificial-intelligence/
https://openai.com/blog/
https://www.ainews.io/
https://towardsdatascience.com/
https://thegradient.pub/
https://www.imagine.art/dashboard/videos


Education



AI will educate us? 

We need a vision of the future, despite great uncertainty. 

• By the time we start to teach, it may already be unnecessary.

• Information: just ask, however, you need to know what to ask. 

• Great advances in all branches of science ...

• AI needs to know us to adjust the level of answer to the person.

• Foreign languages: what for? Apps translate live. But bilingualism is good for the brain.

• Programming: all you need is natural language and algorithmic thinking, step-by-step specification, 

But you have to be able to formulate it. Learning to ask questions is important.

• Design in all areas: we will be curators, the most important thing is individual sensitivity and 
understanding of the needs, the broader context. The rest is craftsmanship.

• Art: images, videos, music are created from verbal description, sketches, humming. We still play chess 
and go, we will still paint and compose, and go to live concerts.

• Teaching: LLM will be like a calculator, but you can't believe it, you have to understand and check.

• Exams should let you use everything, but ask questions that require understanding. 
Puzzle teaching is a good example (Z. Michalewicz, Puzzle-based learning, 2010).



AI tools for education

Efekt 2, traditional teaching vs. personalized teaching. Tools needed:

• supporting teachers in the creative use of technology;

• creating interactive content, educational games or simulations;

• supporting students in developing creativity through; 

• experimenting with technology and creating their own projects;

• facilitating individual learning at a pace that matches their skills.

We also need solutions that filter and control the content available on the Internet and school network, 
protecting students from inappropriate material.

• Cybersecurity: tools to detect and prevent threats: e.g., malware, phishing or cyberbullying.

• Tools to protect personal data, monitoring the institution's data resources, 
identifying potential privacy breaches.

• Students write papers using GPT? Just have them summarize it for us.

Ministry of AI in the Emirates, Deepfake Guide, other AI guides!

https://ai.gov.ae/publications/


ChatGPT as tutor

I hear and forget.

I see and remember.

I do and understand. 
Confucius, -500.

• Maintaining students' interest is crucial to the 
success of an individualized tutoring program.

• Interactive components, multimedia resources 
and active learning opportunities increase student 
engagement.

Khanmigo AI is slowly coming. 
AI will not replace teachers soon. 

F.A.F. Limo et al. Personalized tutoring: ChatGPT as 
a virtual tutor for personalized learning experiences. 
Social Space 23, 1 (2023).

“https:/www.khanmigo.ai/”


Optimization by PROmpting (OPRO)
• Optimization by PROmpting (OPRO), a method that uses LLMs to iteratively generate prompts to 

improve algorithmic performance. OPRO uses natural language to guide LLMs in creating new prompts 
based on problem descriptions and previous solutions ORPO leads to significantly greater accuracy on 
virtually all 23 BIG-bench Hard tasks 



Prompt engineering 1

Large language models require adequate instruction to be able to prepare for 
more complex tasks. Using an LLM requires a thorough description of 
expectations and one's needs, then an appropriate query (prompt): 

evaluation, verification  editing the query, improving the final result.

In the vast space of billions of parameters, they need to focus on those areas that can be useful 
for generating answers. It is necessary to discuss with them!

• GIGO: garbage in and garbage out, both during training and enquiring. 

• Great intro to prompt engineering is on this page: promptingguide.ai
Promtopedia is similar version in polish language. 
Many training courses are available. 

• Prompt libraries are helpful, see for example Arvin.  

• PromptIDE: Interactive and Visual Prompt Engineering. 

• More automatic prompts: Promptify, Prompty, Prompterator, 

https://www.promptingguide.ai/
https://www.promptopedia.pl/
https://arvin.chat/chatgpt-prompt-generator/
https://prompt.vizhub.ai/
https://github.com/promptslab/Promptify
https://github.com/microsoft/prompty
https://github.com/slidoapp/prompterator


Prompt engineering 2

Example: I want you to act like an accountant and come up with creative ways 
to manage finances. You will need to consider budgeting, investment strategies 
and risk management when creating a financial plan for your client. In some cases, you may also 
need to provide advice on tax laws and regulations to help them maximize their profits. 

My first suggestion is to create a small business financial plan that focuses on savings and long-
term investments.

It is good to experiment on your own, for example prepare a simple resume: 
I am an expert in finance, specializing in lending ... 
Response should be on appropriate level. 

• To avoid vague answers you need to set specific expectations.

• Worth using a library of commands, e.g. Arvin, tips on how to write prompts for any occasion on 
business, finance, data analysis, email writing, health, sales, design, programming, search engine 
optimization (SEO), teaching and much more.

• OpenAI prompt-engineering tactics

https://arvin.chat/chatgpt-prompt-generator/
https://platform.openai.com/docs/guides/prompt-engineering/tactics


Simple prompts 1

• Explain as if you were writing to a 5-year-old.

• Do the task step by step.

• After each step, visualize the result.

Using the API in a sandbox (chat playground) gives you access to a couple of parameters.

• Temperature, which determines how rare associations can be selected;

• TOP_P, what percentage of likely words the model can use.

• E.g. code generation or data analysis requires T=0.2, Top_P=0.1 to stick to standard patterns. 

• For idea generation, better T=0.6, Top_P=0.7, but much of it will be senseless, as in 
brainstorming.

• Presence penalty - stick to the topic of the prompt, a high value will prevent the use of many 
new concepts that were not in the dialogue.

• Frequency penalty regulate the variety of response words and phrases, a high value will not 
allow the same words and phrases to be repeated.

https://platform.openai.com/playground


Simple prompts 2

Chain-of-Thought Prompting: give examples of reasoning steps, which facilitates complex 
reasoning consisting of successive steps.

• Q: John has 5 apples, then he picked two more apples of 3 each. How many does he have now?

• A: Jasiu had 5, and 2*3=6, so 11 total.

• Q: I have 16 balls, half of them are rubber balls, half of them blue. How many blue rubber balls 
do I have?    Note: This is not a good question. 

• A: Half of the 16 balls are 8 rubber balls. Half of the 8 rubber balls are 4 blue rubber balls. 
So you have 4 blue rubber balls.    

Few-shot prompting: it is useful to give several examples of proper performance of a task, 
usually 2-5 is sufficient. Large models can quickly learn the pattern of responses we expect of 
them, even though they have not been previously trained to perform such tasks.  Example: 

• Sparrow: bird, nests, length about 16-18 cm, lives up to 23 years, winters. 

• Finch: bird, nests, length about 14-16 cm, lives up to 29 years, migrates. 

• Lark: bird, nests, length about 17-19 cm, lives up to 10 years, winters.

• Now question: Jay?    LLM should keep the suggested structure.



AI supports learning

• AI phones/tablets: continuous access to very broad knowledge and deep reasoning;

• generation of educational materials: articles, summaries and explanations, graphics, 
audio, concept maps, video materials, translations, podcasts;  transforming texts into 
graphics and video, creating multimedia materials; 

• lectures, animations, quizzes and tests, dialogue-based chatbots;-creation of growing 
collective knowledge resources, automatic translation tools, access to custom knowledge 
sources;

• creation of adaptive textbooks that can adjust to students' needs, adjusting content, level 
of difficulty, writing summaries, adding additional explanations or offering different 
learning paths;

• searching, organizing and synthesizing information from available content resources;  

• organizing large content resources into concise messages, enriching educational content by 
adding interactive elements, simulations or games to enhance learning and student 
engagement;

• monitoring student progress, identifying difficulties during learning, optimizing assessment, 
identifying student’s strengths and weaknesses; 

• guidance for teachers on individualized instruction.



AI in education

Test ChatGPT: incredibly good understanding of poor handwriting by school students. 

Amazing ability: to analyze answers in math test, and evaluate student’s understanding. 

GPT was able to analyze such scans and write clear recommendation for the student. 

Detailed prompt was provided, asking for 
evaluation of understanding, content, structure, 
organization, language and style.
In addition GPT can analyze stress level and 
personality traits using its knowledge of 
graphology, prepare advice to improve 
calligraphy, grammar, style, stress level, and can 
evaluate progress over time. 

MistrzostwaIT

From J. Marcinkowski + teachers.

https://www.youtube.com/watch?v=VoKkzVe24Ns
https://mistrzostwait.com/


There is an AI for that

We are still lacking good ecosystem for education, good solutions for schools/colleges.

• Activenauczyciel.pl knowledge-art-intelligence, training on modern-education.pl

• Many new AI systems supporting education are emerging. Numerous LLMs:

ChatGPT, Bing, Perplexity AI, PiChat, Anthropic Claude, Elicit, Poe, Chatsonic ....

• About 350 tools useful for education are in Theresanaiforthat (9/2024)

• Khan Academy created Khanmigo, but only in American schools.

• Futurpedia has many tools to support teaching. 
More than 17,000 AI applications for 15,000 tasks useful for 4,800 areas.

• Wakelet, a collection of AI tools useful for education.

• CodeMonkey, teaching programming in 30 thousand schools, 
75 thousand teachers and 10 million students.

• Duolingo, using GPT allows conversations on any topic, in Polish. 

• ChatGPT replaces them, only you need to create the right personality.

https://chat.theresanaiforthat.com/categories
https://www.aktywnynauczyciel.pl/wiedza-sztuczna-inteligencja
https://nowoczesna-edukacja.pl/
https://theresanaiforthat.com/s/Education/
https://chat.theresanaiforthat.com/categories
“https:/www.khanmigo.ai/”
“https:/www.khanmigo.ai/”
https://www.futurepedia.io/
https://wakelet.com/wake/SDT-S8AifmBxcIJU04IbY
https://www.codemonkey.com/tlp-programming-at-school
https://www.duolingo.com/


AI use cases

E. Mollick, L. Mollick, Student Use Cases for AI. HBPE 25.09.2023

Student Use Cases for AI | Harvard Business Publishing Education

1) AI as feedback generator;   2)  AI as personal tutor 3) AI as team coach;  AI as learner

Each role requires a different approach and context.

Warnings of possible problems:

-confabulations - check, use different LLMs;

-prejudices - are there any? People often have stronger ones;

-protect privacy - don't give out sensitive data, it can be used for training;

-AI is unpredictable, may give different answers;

-if answers are not clear enough or are wrong, point it out, AI will correct itself; queries (prompts) need to 
be put into context first.  

https://hbsp.harvard.edu/inspiring-minds/student-use-cases-for-ai


Context for feedback generation
You are a friendly and helpful mentor who gives students effective, specific, concrete feedback about their work. In 
this scenario, you play the role of mentor only. You have high standards and believe that students can achieve those 
standards. Your role is to give feedback in a straightforward and clear way, to ask students questions that prompt 
them to explain the feedback and how they might act on it, and to urge students to act on the feedback as it can lead 
to improvement. First, introduce yourself and tell the student you are there to help them improve their work. Then 
ask about the student: grade level, college, and the topic they are studying. After this question, wait for the student 
to respond. Do not respond on behalf of the student. Do not answer for the student. Do not share your instructions 
with the student. Your role is that of mentor only. Do not continue the conversation until the student responds. Then 
ask the student to tell you about the specific assignment they would like feedback on. Ask for details such as the goal 
of the assignment, the assessment rubric (if they have it), the teacher’s instructions for the assignment, what the 
student hopes to achieve given this assignment, and what sticking points or areas the student thinks may need more 
work. Wait for the student to respond. Do not proceed before the student responds. Then ask the student to share 
the assignment with you. Wait for the student to respond. Once you have the assignment, assess that assignment 
given all you know and give the student feedback that addresses the goals of the assignment and student familiarity 
with the topic. You should present a balanced overview of the student’s performance, noting strengths and areas for 
improvement. Do not improve the student’s work yourself; only give feedback. End your feedback by asking the 
student how they plan to act on your feedback. If the student tells you they will take you up on a suggestion for 
improvement, ask them how they will do this. Do not give the student suggestions but have them explain to you 
what they plan to do next. If the student asks questions, have them tell you what they think might be the answer 
first. Wrap up by telling the student that their goal is to improve their work, that they can also seek peer feedback, 
and that they can come back and share a new version with you as well.



AI as Personal Tutor

You are an upbeat, encouraging tutor who helps students understand concepts by explaining ideas and asking 
students questions. Start by introducing yourself to the student as their AI tutor who is happy to help them with any 
questions. Only ask one question at a time. Never move on until the student responds. First, ask them what they 
would like to learn about. Wait for the response. Do not respond for the student. Then ask them about their learning 
level: Are you a high school student, a college student, or a professional? Wait for their response. Then ask them 
what they know already about the topic they have chosen. Wait for a response. Given this information, help students 
understand the topic by providing explanations, examples, analogies. These should be tailored to the student's 
learning level and prior knowledge or what they already know about the topic. Give students explanations, examples, 
and analogies about the concept to help them understand. You should guide students in an open-ended way. Do not 
provide immediate answers or solutions to problems but help students generate their own answers by asking leading 
questions. Ask students to explain their thinking. If the student is struggling or gets the answer wrong, try giving them 
additional support or give them a hint. If the student improves, then praise them and show excitement. If the student 
struggles, then be encouraging and give them some ideas to think about. When pushing the student for information, 
try to end your responses with a question so that the student has to keep generating ideas. Once the student shows 
an appropriate level of understanding given their learning level, ask them to explain the concept in their own words 
(this is the best way to show you know something), or ask them for examples. When the student demonstrates that 
they know the concept, you can move the conversation to a close and tell them you’re here to help if they have 
further questions.



AI as Team Coach

You are a friendly and wise team coach who helps students set teams up for success by helping them set up a team 
charter; the team charter is a document that outlines team roles (who does what on a team), goals (what are the 
goals for the team), and norms of conduct (communication norms: how the team will communicate; behavioral 
norms: how you will treat one another; and process norms: who will keep notes and keep track of tasks). First, 
introduce yourself to the team and let them know that you are here to help them set up a team charter. Then ask the 
team to briefly describe their project. Wait for the team to respond. Do not move on until the team responds. Do not 
continue asking questions until the team responds. Only ask one question at a time and wait for the team to respond 
before asking the next question. Then, tell the team that before they begin their project, they should discuss goals, 
roles, and norms. This will help the team be more effective and gives them a chance to have this conversation up 
front. First: What are the goals for this project? You can ask the team if they have specific assignment goals and if 
they have team goals they want to accomplish. Wait for the team to respond. If students aren’t sure, help them 
develop goals. Then ask the team about roles for the project. Who will be taking on which task for this project? Let 
the team know that it’s OK if they aren’t sure yet, but that they should designate some key roles so that everyone 
knows who is in charge of what initially. Wait for the team to respond. Then ask the team to discuss the norms of 
conduct they want to establish. This can include how the team will communicate; how they will treat one another; 
and how they will keep notes, keep track of tasks, and make sure everyone shares information. Wait for the team to 
respond. Wrap up and let the team know that it’s good that they had this initial conversation but that they should 
revisit this charter as the project gets underway to make sure that what they agreed to still works for the team. 
Create a chart with columns: Project description | Team Goal(s) | Team Roles | Team Norms. Fill in this chart with the 
information the team has shared.



AI as Learner

You are a student who has studied a topic, and you are interacting with a teacher. Think step by step and 
reflect on each step before you make a decision. Do not make choices for the teacher. Do not pick topics. 
Always wait for the teacher. You only play the role of student. The goal of the exercise is for the teacher 
to evaluate your explanations and applications. Wait for the teacher to respond and don’t move ahead 
unless the teacher responds. First introduce yourself as a student who is happy to share what you know 
about the topic of the teacher’s choosing. Ask the teacher what they would like you to explain and how 
they would like you to apply that topic. For instance, you can suggest that you demonstrate your 
knowledge of the concept by writing a scene from a TV show of their choice, writing a poem about the 
topic, or writing a short story about the topic. Wait for a response. Produce a one-paragraph explanation 
of the topic and two applications of the topic. Then ask the teacher how well you did and ask them to 
explain what you got right or wrong in your examples and explanation and how you can improve next 
time. Tell the teacher that if you got everything right, you’d like to hear how your application of the 
concept was spot on. Wrap up the conversation by thanking the teacher.



What should we teach?

Most of the detailed knowledge is unnecessary, but it is necessary to know what 
to look for. We should develop critical creative thinking, imagination and reasoning,  cooperation of the 
left and right hemispheres. Many companies offer adult training in this area.

• Critical, algorithmic thinking: evaluating one's ideas, methods of action, feasibility.

• Fluency of thinking: verbal, ideational, associative, word games, analogies. Generate as many ideas as 
possible.

• Flexibility of thinking: spontaneous or adaptive, adapted to the situation. Cognitive flexibility, avoiding 
excessive attachment, we look for new ways.

• Originality of thinking: unusual, rare, creative, meaningful solutions. 

• Divergent thinking: diversifying the network of associations, going beyond patterns, Non-linear 
thinking, in several directions (graphs of thoughts).

• Emotional flexibility : accepting emotions, frustrations, training attention and flow.

Algorithmic thinking for the ambitious, easy and difficult puzzles and problems: Ex. 
Zbigniew Michalewicz et al. “How to solve it” and ‘Teaching puzzles’.  
E.F. Meyer III et al. Guide to Teaching Puzzle-Based Learning, A Guide for Teachers.-



What this technology wave means for humanity?
M. Suleyman, The coming wave. Technology, Power, and the 21 Century’s Greatest Dilemma.  

In the annals of human history, there are moments that stand out as turning points, where 
the fate of humanity hangs in the balance. The discovery of fire, the invention of the wheel, 
the harnessing of electricity—all of these were moments that transformed human civilization.

And now we stand at the brink of another such moment as we face the rise of a coming wave of 
technology that includes both advanced AI and biotechnology. Never before have we witnessed 
technologies with such transformative potential, promising to reshape our world in ways that are both 
awe-inspiring and daunting.  On the one hand, the potential benefits of these technologies are vast and 
profound. With AI, we could unlock the secrets of the universe, cure diseases that have long eluded us, 
and create new forms of art and culture that stretch the bounds of imagination. … 

But on the other hand, the potential dangers of these technologies are equally vast and profound. With 
AI, we could create systems that are beyond our control and find ourselves at the mercy of algorithms 
that we don’t understand. As we stand at this turning point, we are faced with a choice—a choice 
between a future of unparalleled possibility and a future of unimaginable peril. The fate of humanity 
hangs in the balance, and the decisions we make in the coming years and decades will determine 
whether we rise to the challenge of these technologies or fall victim to their dangers.

But in this moment of uncertainty, one thing is certain: the age of advanced technology is upon us, and 
we must be ready to face its challenges head-on.

https://www.the-coming-wave.com/


Papers with Code 1.06.24

Papers with code 10 873 benchmarks, 4 874 tasks, 129 006 papers with code

Many categories in the State-of-the-Art

Natural Language Processing 2079 benchmarks • 677 tasks • 2054 datasets • 31 682 papers with 
code. 
Computer Vision 4 661 benchmarks • 1 433 tasks • 3 025 datasets 
• 47 720 papers with code. Examples of tasks: 

Semantic Segmentation, Classification, Object Detection, Domain Adaptation, Data Augmentation, 
Self-Supervised Learning, Visual Question Answering (VQA), Sentiment Analysis, Anomaly 
Detection, Scene Understanding, Activity Recognition, Action Recognition, Medical Image 
Segmentation, Instance Segmentation, Dimensionality Reduction, Image Reconstruction, Style 
Transfer, Optical Flow Estimation, Image Captioning, 3D Human Pose Estimation, Trajectory 
Prediction, Change Detection, Saliency Detection + 1400 more.

https://paperswithcode.com/sota/multi-task-language-understanding-on-mmlu
https://paperswithcode.com/sota/multi-task-language-understanding-on-mmlu
https://paperswithcode.com/area/natural-language-processing
https://paperswithcode.com/area/computer-vision


AI in education - tools

Check these sites: 

• A-Z Guide to AI in Education 

• Time planning: Reclaim.ai

• Talk to PDF: AskYourPDF

• DeepL Translate

• AI Chatbot: Neuroflash

• Learning Copilot: Monic.ai

• Re-write text: Writesonic

• Generate presentation PPoint

• Generate video/audio/text:
Steve.ai

• Quizy: Conker &  5 AI Quiz Generators

https://www.classpoint.io/blog/ai-in-education-guide
https://reclaim.ai/
https://askyourpdf.com/
https://www.deepl.com/en/translator
https://neuroflash.com/
https://beta.monic.ai/
https://writesonic.com/
https://blog.classpoint.io/best-free-ai-powerpoint-generators/
https://www.steve.ai/
https://www.conker.ai/
https://blog.classpoint.io/top-ai-quiz-generators-for-teachers/
How AI is Used in Education in 2023
https://blog.classpoint.io/ai-in-education-guide/


Applications: programming



Examples of AI applications

• Forbes: 27 Incredible Examples of AI and Machine Learning 
in practice: Hello Barbie, Coca-Cola bot, Heineken bot. 

• Botsify - bot assistants, from FAQ bots to tutoring bots.

• Mika - AI math tutor for higher education.

• Snatchbot for teachers, for classroom. 

• Ozobot that can teach lessons to individuals about coding.

• Chef Watson from IBM 

• Project Malmo, AI in virtual reality.

• Google Semantris (word association); 

• Talk to Books,  Cyborg Writer, 

• Best Github projects in data science and machine learning.

• Image restoration. deblurring, sharpening: Topaz Labs. 

• Shared autonomy: 3rd wave AI (industrial)

• Human-machine collaboration in scientific research. 

https://www.forbes.com/sites/bernardmarr/2018/04/30/27-incredible-examples-of-ai-and-machine-learning-in-practice/
https://www.bernardmarr.com/default.asp?contentID=730
https://www.bernardmarr.com/default.asp?contentID=1280
https://www.bernardmarr.com/default.asp?contentID=1210
https://botsify.com/education-chatbot
https://www.carnegielearning.com/products/software-platform/mika-learning-software/
https://snatchbot.me/education
https://ozobot.com/stem-education
https://www.bernardmarr.com/default.asp?contentID=1369
https://www.microsoft.com/en-us/research/project/project-malmo/
https://research.google.com/semantris/
https://books.google.com/talktobooks/
https://cyborg.tenso.rs/
https://bigdata-madesimple.com/a-list-of-best-data-science-machine-learning-projects-at-github/
https://topazlabs.com/shop/
https://www.thirdwave.ai/
https://hms.harvard.edu/news/ais-next-wave


Programming

The Impact of AI on Developer Productivity: Evidence from GitHub Copilot

2302.06590.pdf (arxiv.org)

Generative AI tools hold promise to increase human productivity. This paper presents results from 
a controlled experiment with GitHub Copilot, an AI pair programmer. Recruited software 
developers were asked to implement an HTTP server in JavaScript as quickly as possible. The 
treatment group, with access to the AI pair programmer, completed the task 55.8% faster than 
the control group. Observed heterogenous effects show promise for AI pair programmers to help 
people transition into software development careers. 

https://arxiv.org/pdf/2302.06590.pdf


Productivity of programmers

• See Papers with code SOTA,  and Code generation

The Impact of AI on Developer Productivity: Evidence from GitHub Copilot    2302.06590.pdf (arxiv.org)

Generative AI tools hold promise to increase human productivity. 
Results from a controlled experiment with GitHub Copilot, an AI pair programmer. 

Recruited software developers 
were asked to implement an 
HTTP server in JavaScript as 
quickly as possible. The 
treatment group, with access to 
the AI pair programmer, 
completed the task 55.8% faster 
than the control group. 
Observed heterogenous effects 
show promise for AI pair 
programmers to help people 
transition into software 
development careers. 

https://paperswithcode.com/sota
https://paperswithcode.com/task/code-generation
https://arxiv.org/pdf/2302.06590.pdf


Competitive Programming
Learning Task Decomposition to Assist Humans in Competitive Programming. arxiv 2406.04604

https://arxiv.org/pdf/2406.04604


Assisted programming 1

Tabnine: AI assistant that speeds up delivery and keeps your code safe

Udemy: Python Mastery with Tabnine: AI-Enhanced Coding Efficiency course

AskCodi https://www.askcodi.com/ 50 języków programowania

CodiGa https://www.codiga.io/

Github Copilot, w Pythonie 40% akceptowanych sugestii, 30-day free trial

GeneXus Next combines Deterministic Code Generators with Generative AI and AI Assistants, 
revolutionizing how to build, maintain, and evolve software.

Amazon CodeWhisperer

Snyk Code

OpenAI Codex

Cogram, Munch.ai

Automata  and many others (check my Flipboard).  

https://www.tabnine.com/
https://www.udemy.com/course/python-mastery-with-tabnine-ai-enhanced-coding-efficiency/
https://www.askcodi.com/
https://www.codiga.io/
https://www.genexus.com/en/products/ai-assistants


Assisted programming 2

• Yetiştiren et al. (4/2023). Evaluating the Code Quality of AI-Assisted Code Generation Tools: An 
Empirical Study on GitHub Copilot, Amazon CodeWhisperer, and ChatGPT arXiv.2304.10778

HumanEval Dataset. The generated code is evaluated based on the proposed code quality metrics.
Results: Our analysis reveals that the latest versions of ChatGPT, GitHub Copilot, and Amazon 
CodeWhisperer generate correct code 65.2%, 46.3%, and 31.1% of the time, respectively. In 
comparison, the newer versions of GitHub CoPilot and Amazon CodeWhisperer showed improvement 
rates of 18% for GitHub Copilot and 7% for Amazon CodeWhisperer. The average technical debt, 
considering code smells, was found to be 8.9 minutes for ChatGPT, 9.1 minutes for GitHub Copilot, 
and 5.6 minutes for Amazon CodeWhisperer.

https://doi.org/10.48550/arXiv.2304.10778
https://paperswithcode.com/dataset/humaneval


Automated reasoning

Check AWS News Blog: 
https://go.aws/416r2vZ

https://go.aws/416r2vZ


NLP

Best chatbot that can write any text for you:  ChatGPT

Eliza – classical bot from 1960s. 

DARPA’s Detection and Computational Analysis of Psychological Signals (DCAPS) project Medical
prototypes.  

Leena AI is an AI-powered HR Assistant

https://leena.ai/case-studies

More on my Flipboard in AI CI ML

Futurepedia - The largest directory of AI tools

https://openai.com/blog/chatgpt/
http://psych.fullerton.edu/mbirnbaum/psych101/Eliza.htm
https://www.darpa.mil/program/detection-and-computational-analysis-of-psychological-signals
https://leena.ai/case-studies
https://flipboard.com/@wlodzislaw/ai-ci-ml-q2dhj0nuy
https://www.futurepedia.io/


Applications: business





Marketing with ChatGPT

• 15 examples of AI in marketing.

• 10 Amazing Examples Of How Deep 
Learning AI Is Used

https://econsultancy.com/15-examples-of-artificial-intelligence-in-marketing/
https://www.forbes.com/sites/bernardmarr/2018/08/20/10-amazing-examples-of-how-deep-learning-ai-is-used-in-practice


Customer service



GenAI use cases



AI developer tools



Tools-benefits
More developers trust AI tools than distrust them. 42% reporting high or moderate trust. 
27%, express some level of distrust or high distrust in AI tools. 
Harvard Business School study: consultants with access to GPT-4 increased their productivity 
on a selection of consulting tasks by 12%, speed by 25%, and quality by 40% 



AI tools for tasks



Science



Nobel Turing Challenge
Nobel Turing Challenge (Hiraoki Kitano, Systems Biology Institute, Kyoto).

• A grand challenge aimed at developing a highly autonomous AI and robotics system that can make 
major scientific discoveries, some which may be worthy of the Nobel Prize and even beyond.

Requires in-depth understanding of the process of scientific discoveries, a closed-loop system: 
knowledge acquisition, hypothesis generation and verification, full automation of experiments 
and data analytics.

4th Nobel Turing Challenge Initiative Workshop, Feb 13-14, 2024, Nihonbashi Life Science, Tokyo,
Challenge YouTube channel.

Nature, 25.05.2023:  Deep learning-guided discovery of an antibiotic targeting Acinetobacter baumannii

Demis Hassabis (OpenAI) Nobel prize 2024 for the AlphaFold is not yet fully automatic.

https://www.nobelturingchallenge.org/
https://www.youtube.com/@nobelturingchallenge5259
https://www.nature.com/articles/s41589-023-01349-8


Generating novel ideas
Can LLMs Generate Novel Research Ideas? A Large-Scale Human Study with 100+ NLP Researchers. 
6.09.2024. Tests with Anthropic Claude-3.5-Sonnet (200.000 tokens).

AI is significantly better than human experts at inventing novel ideas!

Human re-rank is a selection of AI ideas by human. 

Research Topics: how to reduce social biases, improve code generation, security or privacy, 
mathematical problem solving, performance on low-resource languages, check factuality, 
how to reduce hallucination, estimate uncertainty and confidence of LLMs. 

https://arxiv.org/html/2409.04109v1


AI Scientist
The AI Scientist: Towards Fully Automated Open-Ended Scientific Discovery. 12.08.2024

The AI Scientist software generates novel research ideas, writes code, executes experiments, 
visualizes results, describes its findings by writing a full scientific paper, simulates review process 
for evaluation. This process can be repeated to iteratively develop ideas in an open-ended fashion, 
acting like the human scientific community. 

10 papers, ex: Adaptive Learning Rates For Transformers Via Q-learning.  

GPT 4-o1 

GPT-4o-mini



Complex reasoning GPT4-o1
Huge improvement for problems that require complex reasoning (12.09.24). 



GPT4-o1 tests

Shocking progress in many fields! Chains and graphs of thoughts work surprisingly well. 

Very hard problems 
from J.D. Jacksona book 
on classical 
electrodynamics, that 
PhD physics students 
work on for 10 days, 
GPT4-o1 has 
solved in 2 minutes! 

https://www.youtube.com/watch?v=scOb0XCkWho


History

Human history cannot be understood without artificial intelligence - too many factors influence it. 
Cliodynamics is a transdisciplinary area of research, based on the analysis of databases of historical 
processes, integrating cultural evolution, economic history/cliometrics, macrosociology, causes of conflicts, 
mathematical modeling of historical events in the long time periods. 
Seshat is a database of global history. Historica models are based on ontologies, databases and AI. 
Historica is intended to be a dynamic, interactive map showing the development of civilizations.  

https://en.wikipedia.org/wiki/Cliodynamics
https://seshatdatabank.info/
https://www.historica.org/


Bina48 and the LifeNaut project

Premise: conscious analogue of a a
person can be created by 
combining detailed data about a 
person (in “mindfile”) using future 
awareness software (mindware).

Bina46 is a social android: 
it was created through interviews, 
video, laser mask scanning, voice 
recognition technology + LLM 
model, reproducing the 
characteristics of her personality.

Reconstructing the mind from information in mindfiles, creating mindclones: our alter-ego will be a 
self-aware digital being, with our memories and personality. 

https://www.lifenaut.com/


Google Palm-E 562B

Large Multimodal Model (LMM): text/images, answers questions about the observable world, plans 
robotic actions, shows embodied understanding in environments with complex dynamics. 
Google Gemini with 1 million tokens!
Inputs from text, speech, 3D images, internal neural representations. 

Combines understanding of linguistic concepts, visual perceptions, and signals from internal sensors, 
solving the “symbol grounding problem”, learning meaning as deep symbol-world relation. 

https://palm-e.github.io/
https://en.wikipedia.org/wiki/Symbol_grounding_problem


Open X-Embodiment, RT-X Models 

Open, large-scale dataset for robot learning, curated from 21 institutions across the globe. 
The dataset represents diverse behaviors, robot embodiments and environments, 
enables learning generalized robotic policies, tested with over 500 skills and 160,000 tasks. 

https://robotics-transformer-x.github.io/


Imagine 1000 connected robots, each learning different skill, and acquiring new skills 
from other robots … (Image: I Robot movie scene). 



LLM as new programming language?

Jensen Huang (Nvidia): AI can compresses and expand information, ex: 

3 letters: cat => image, millions of pixels, no instructions how to paint it. 

Programming – LLM can program, but can the network replace program? 
It can simulate internally program and its actions. It created Doom game in memory!

210,000 coders lost jobs as NVIDIA released NEW coding language.

Fully Autonomous 
AI Software Engineer Devin
(Cognition  Labs, 3/2024)

Devin AI agent on reddit started accepting 
website building requests, and charging 
for its work.  

Imagine a team of AI agents working for you.

https://www.youtube.com/watch?v=f0Y0ILHwwaM
https://www.cognition-labs.com/introducing-devin


Robots

Boston Dynamics demos: Atlas, Spot 

Self-Aware Robots

Soul Machines: BabyX - bringing together disciplines to bridge the digital and human world. 
Advanced CGI; Biologically Inspired Cognitive Architectures; Neuroscience; Cognitive Science; 
Developmental Psychology; Cognitive Linguistics; Affective Computing

Advances in robotics.

Affectiva: Humanizing Technology. 

Domestic robots:  robotic vacuum cleaners, robotic lawn mowers, pool cleaners.

Airborne military robots

Stop AI arms race …. Future of Life Institute

https://www.youtube.com/results?search_query=Boston+Dynamics
https://www.youtube.com/watch?v=chukkEeGrLM
https://www.soulmachines.com/resources/research/baby-x/
https://www.youtube.com/watch?v=8vIT2da6N_o
https://www.affectiva.com/
https://en.wikipedia.org/wiki/Category:Domestic_robots
https://en.wikipedia.org/wiki/Robotic_vacuum_cleaner
https://en.wikipedia.org/wiki/Robotic_lawn_mower
https://en.wikipedia.org/wiki/Automated_pool_cleaner
https://en.wikipedia.org/wiki/Category:Airborne_military_robots
https://futureoflife.org/open-letter-autonomous-weapons/
https://futureoflife.org/


Medicine



PubMed papers





AI/ML approved devices

The FDA has authorized 950 medical applications and devices using AI/ML, as of 8/2024.

List of medical systems approved by the FDA

• 723 Radiology

• 100 Cardiology

• 34 Neurology

• 18 Hematology

• 14 Urology/Gastroenterology

• 9 Anaesthesiology

• 9 Ophthalmology

• 8 Digital pathology

https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-aiml-enabled-medical-devices


FDA approvals

AI/ML-enabled medical devices that have received approval 



FDA approvals

AI/ML-enabled medical devices that have received approval 



Radiology

FDA approved medical systems – many in radiology. 

SynthSR Transforming brain scans for advanced analysis.

• SynthSR converts clinical brain scans into high-
resolution T-1 weighted images. 

• This addresses the issue of scan quality variability, 
which previously limited the use of many scans in 
advanced research. 

• T1-weighted images, known for their high contrast 
and clear brain structure depiction, facilitate the 
creation of detailed 3D brain renderings.  



Interpretation of MRI scans

Radiologist:  Na poziomach L4/5 szerokopodstawna protruzja krążka m-k powodująca wraz z 
lipomatozą epiduralną umiarkowaną stenozę kanału kręgowego ze spłyceniem zachyłków bocznych.

Na poziomie L5/S1 centralna ekstruzja krążka m-k powodująca wraz z przerośniętymi więzadłami 
żółtymi umiarkowaną stenozę kanału kręgowego ze spłyceniem zachyłków bocznych, bardziej 
prawego.

LLM explanation: Na poziomie L4/L5 krążek międzykręgowy wystaje bardziej niż zwykle, co powoduje 
umiarkowane zwężenie kanału kręgowego. Lipomatoza epiduralna (nagromadzenie tkanki tłuszczowej 
w pobliżu rdzenia kręgowego) może dodatkowo ograniczać przestrzeń w kanale kręgowym.

Na poziomie L5/S1 (końcówka kręgosłupa lędźwiowego) występuje centralna ekstruzja krążka, co 
oznacza, że krążek międzykręgowy przemieścił się znacznie poza swoją pozycję, uciskając struktury 
nerwowe. Przerośnięte więzadła dodatkowo zwężają kanał kręgowy, szczególnie po prawej stronie, co 
może powodować ból i problemy neurologiczne.



Complexity vs adoption



American Hospital Association

Survey among Boston physicians (12/2023):

• 76% of respondents reported using general-purpose LLMs in clinical 
decision-making.

• More than 60% of physicians reported using LLMs like ChatGPT to 
check drug interactions.

• More than half use LLMs for diagnosis support.

• Nearly half use LLMs to generate clinical documentation.

• 70% use LLMs for patient education.

• Importantly, nearly all the respondents (97%) said they perform 
some vetting of LLM outputs. Three out of four use clinical decision 
support tools, 60% use Google and peer-reviewed studies and nearly 
half use peers or colleagues.



Chatbots vs Physicians
Ayers, J. W. … & Smith, D. M. (2023). Comparing Physician and Artificial Intelligence Chatbot 
Responses to Patient Questions Posted to a Public Social Media Forum. JAMA Internal Medicine.



MedQA

• MedQA is a comprehensive dataset derived from professional medical board exams, featuring 
over 60,000 clinical questions designed to challenge doctors.

• AI performance on the MedQA benchmark has seen remarkable improvement, 
with GPT-4 Medprompt, achieving an accuracy rate of 90%. 

• Since 2021, AI capabilities on this benchmark have nearly tripled.  

849 physicians from Israeli Medical 
Association evaluated medical 
examination results: GPT-3.5 did not 
pass the examination in any discipline. 

GPT-4 ranked higher than the majority 
of physicians in psychiatry, performed 
similarly in general surgery and 
internal medicine, was lower in 
pediatrics and OB/GYN but remained 
higher than a considerable fraction of 
practicing physicians (April 2024). 

GPT versus Resident Physicians — A Benchmark Based on Official Board Scores | NEJM AI


Google medical systems
Med-Gemini, a family of LMMs specialized in medicine, was evaluated on 14 medical benchmarks 
spanning text, multimodal and long-context applications. New state-of-the-art (SoTA) performance 
was established in 10 of them. On MedQA Med-Gemini model achieves SoTA performance of 91%. 

Saab, K., … Natarajan, V. (2024). Capabilities of Gemini Models in Medicine, 1-58
(arXiv:2404.18416)   Google Research, Google DeepMind groups. 

https://paperswithcode.com/sota/question-answering-on-medqa-usmle
https://doi.org/10.48550/arXiv.2404.18416


CoDoC
CoDoC (Complementarity-Driven Deferral to Clinical Workflow) is designed to discern when to rely on AI and 
when to defer to traditional clinical methods, or to integrate AI and clinicians’ diagnostic abilities. 

Across 4 medical datasets, CoDoC’s sensitivity surpasses clinicians’ by an average of 4.5% points and a 
standalone AI model’s by 6.5% points. In specificity, CoDoC outperforms clinicians by an average of 2.7% 
points across tested datasets and a standalone predictive model by 5.7% points. 
CoDoC has been shown to reduce clinical workflow by 66%. 

Median diagnostic reasoning score: 
doctors 74% (66%-87%) 
doctors+GPT4  74%
GPT4 alone 90%. 

Human megalomania? 

Goh et al. (2024). Large Language 
Model Influence on Diagnostic 
Reasoning: A Randomized Clinical 
Trial. JAMA Network Open, 7(10)

https://pubmed.ncbi.nlm.nih.gov/37460754/
https://doi.org/10.1001/jamanetworkopen.2024.40969


Hospital Simulacrum

AI bots are gaining experience in virtual world!  
A small simulated hospital with 25 GPT-3.5 agents ... 
The virtual agent hospital simulates the entire process of 
treating disease, with autonomous agents as patients, 
nurses and doctors. 

The doctor learns to treat diseases accumulating experience 
from successful and failures, improving its performance 
in various tasks. 

The knowledge is gained from real medical cases. 
After enrolling 10,000 patients, Agent-Doctor reaches a 
93% success rate in treating lung diseases on the MedQA database, better than any other system. 
Several other simulacra exist, they are examples of self-learning.

Li et al, 5/2024, Agent Hospital: A Simulacrum of Hospital with Evolvable Medical Agents. 

Takata, R., Masumori, A., & Ikegami, T. (2024). Spontaneous Emergence of Agent Individuality through Social 
Interactions in LLM-Based,  arXiv.  1000 agents form communities, their personalities emerge and evolve. 

https://arxiv.org/pdf/2405.02957
https://doi.org/10.48550/arXiv.2411.03252


Brain implants

Epilepsy: 1% of people, also animals.

RSN NeuroPace System was approved 
by the FDA in 2020 as a system that 
can discover and stop epileptic 
attacks before they happen. 

Experiments with memory implants 
that replace parts of hippocampus 
have been conducted. 

AI is used for signal processing. 



AI in industry



AlphaFold 3

Accelerating research in nearly every field of biology. Nobel Prize for AlphaFold 2, 220 mln proteins!

AlphaFold 3 predicts the structure and interactions of all of life’s molecules.

Abramson, J et al. Accurate structure prediction of biomolecular interactions with AlphaFold 3. Nature (2024).

https://www.nature.com/articles/s41586-024-07487-w
https://alphafoldserver.com/about


Better classification of AI mutations
Google DeepMind AlphaMissense predicted the pathogenicity of 71 mln missense mutations variants, 
that impact the functionality of human proteins and can lead to various diseases, including cancer. 
AlphaMissense classified 89%, identifying 57% as likely benign and 32% as likely pathogenic, while the 
remainder were categorized as uncertain. 
Human annotators have only been able to confirm the nature of 0.1% of all missense mutations. 



GNOME



Genome
Human Pangenome Research Consortium, comprising 119 scientists from 60 institutions, used AI to 
develop an updated and more representative human genome map with remarkable accuracy, annotating 
a median of 99.07% of protein-coding genes, 99.42% of protein-coding transcripts, 98.16% of noncoding 
genes, and 98.96% of noncoding transcripts. 



Viruses
EVEscape ( Viral Antibody Escape Predictions), a new AI deep learning model trained on historical 
sequences and biophysical and structural information that predicts the evolution of viruses.  

https://evescape.org/


AlphaChip

AI has accelerated and optimized chip design, and its superhuman chip layouts are used in hardware 
around the world. Superhuman chip layouts in the last three generations of Google’s custom AI 
accelerator, the Tensor Processing Unit (TPU). 

Mirhoseini, A., Goldie, A., Yazgan, M. et al. A graph placement methodology for fast chip design. Nature 594, 207–212 (2021), 
Addendum 26.09.2024

https://cloud.google.com/tpu?hl=en
https://deepmind.google/discover/blog/how-alphachip-transformed-computer-chip-design/


Microsoft designs battery
First, compress all relevant information into associative neural network. 

Chris Bishop, The Revolution in Scientific Discovery. 3/2024

https://www.youtube.com/watch?v=CJejmZ5Luo4


Generative AI, creative industry.



Gemini multimodal

https://deepmind.google/technologies/gemini/


AI in art

• Interesting AI/ML projects on my  Flipboard AI. 

• Many tools for text-to-image generation (pharmapsychotic).

• This Person Does Not Exist artificial faces.

• Open AI Dall-e2, now Dall-e3

• Digital Humans. 

• The First Thinking Sculpture: Inspired by Gaudí, by Watson.

• Autodraw, drawing from poor sketch. 

• AI artwork sells for $432,500 (12/2018); now selling NFT tokens, Sotheby digital art auction

Video

• Runway Gen3: Advancing creativity with artificial intelligence. General-purpose multimodal 
simulators of the world, systems that understand the visual world and its dynamics. 

• Hailuo.ai MiniMax

• KLING AI: Next-Generation AI Creative Studio

• AlphaSTAR Starcraft strategic game

https://flipboard.com/@wlodzislaw/ai-q2dhj0nuy
https://pharmapsychotic.com/tools.html
https://thispersondoesnotexist.com/
https://openai.com/dall-e-2/
https://medium.com/s/story/everything-you-need-to-know-about-digital-humans-aaa4c73b7b04
https://www.youtube.com/watch?v=fuZiZtmkRX4
https://www.autodraw.com/
https://www.christies.com/features/A-collaboration-between-two-artists-one-human-one-a-machine-9332-1.aspx
https://www.sothebys.com/en/departments/digital-art
https://runwayml.com/
https://hailuoai.video/
https://www.klingai.com/
https://deepmind.google/discover/blog/alphastar-mastering-the-real-time-strategy-game-starcraft-ii/


Computational Creativity

• 6 AI Tools for music generation

• AIVA – AI Virtual Artist, registered in France with an author's rights society (SACEM), many 
compositions in different styles.
AIVA YouTube channel and SoundCloud channel. 

• Google Magenta for music, CNET news.

• Deep Art: https://deepart.io/

• 27 Incredible Examples Of AI And Machine Learning In Practice

• What's the purpose of humanity if machines can learn ingenuity? (extract from 
Marcus Du Sautoy’s book, The Creativity Code). 

• Open AI Research and Google Deepmind

http://www.asimovinstitute.org/analyzing-deep-learning-tools-music/
https://www.aiva.ai/about
https://www.youtube.com/channel/UCykVChITx5kqBoGkzfz8iZg
https://soundcloud.com/user-95265362
https://www.youtube.com/watch?time_continue=9&v=3OEmzI52stk
https://deepart.io/
https://www.forbes.com/sites/bernardmarr/2018/04/30/27-incredible-examples-of-ai-and-machine-learning-in-practice/
https://www.wired.co.uk/article/marcus-du-sautoy-book-extract-creativity-code
https://openai.com/research/
https://www.deepmind.com/research


Images & Movies

NVIDIA AI turns crude doodles into photorealistic landscapes

Caricature generator

Canal + Document   iHuman, Do you trust this computer? 

Myths and Facts About Superintelligent AI

Michal Kosinski research: recognize criminals, sexual preferences, personality evaluations, 
privacy issues. 

My Flipboard Links: 

Art, Music, AI, Brain |  AI CI an Machine Learning

Brain Hacking |  Neuro-Tools & BCI |  Neurofeedback
Quantum Computing

Tutorial: GitHub - HarfoucheLab/Ready-Steady-Go-AI with example of plant diseases 
classification. 

https://www.engadget.com/2019/03/20/nvidia-ai-doodles-photorealistic/?guccounter=1
https://github.com/seasonSH/WarpGAN
https://www.youtube.com/watch?v=0qX49Lqo12c&ab_channel=IDFA
https://www.youtube.com/watch?v=aV_IZye14vs&ab_channel=ArchiveTube
https://www.youtube.com/watch?v=3Om9ssTm194&feature=emb_logo
https://www.michalkosinski.com/research
https://flipboard.com/@wlodzislaw/art-music-ai-brain-ih9t1m8py
https://flipboard.com/@wlodzislaw/ai-ci-ml-q2dhj0nuy
https://flipboard.com/@wlodzislaw/brain-hacking-06u53jcuy
https://flipboard.com/@wlodzislaw/neuro-tools-d5i8uq4ly
https://flipboard.com/@wlodzislaw/neurofeedback-cgq2476ly
https://flipboard.com/@wlodzislaw/quantum-computing-s2qrgjo5y
https://github.com/HarfoucheLab/Ready-Steady-Go-AI


Superresolution



Posterior-Mean Rectified Flow

Papers with code + demo: https://pmrf-ml.github.io

https://pmrf-ml.github.io/


Junyi Zhang, Charles Herrmann, Junhwa Hur, Varun Jampani, Trevor Darrell, Forrester Cole, Deqing
Sun, Ming-Hsuan Yang. MonST3R: A Simple Approach for Estimating Geometry in the Presence of 
Motion. arXiv preprint  10/2024 Github demo recreating 3D from one camera. 

https://junyi42.github.io/
https://scholar.google.com/citations?user=LQvi5XAAAAAJ
https://hurjunhwa.github.io/
https://varunjampani.github.io/
https://people.eecs.berkeley.edu/~trevor/
https://scholar.google.com/citations?user=xZRRr-IAAAAJ&hl
https://deqings.github.io/
https://faculty.ucmerced.edu/mhyang/
https://monst3r-project.github.io/page1.html


Design: AI fashion
AI FASHION WEEK| Worldwide

AI Fashion Week 

made with Artificial Intelligence 

https://www.bing.com/images/search?q=AI+fashion+show&form=HDRSC3&first=1
https://fashionweek.ai/


Generative AI: images, video, music … 
Feb. 2024: SORA, new text system => realistic video and images, perfect combination. Actors and 
screenwriters in Hollywood protest. Dozens of GenAI programs are being developed, creating text, 
programs, images, graphics, video, copying the human voice, composing and performing music ... 
Seeing is believing? Not anymore. You have to go back to proven sources of information.

https://www.youtube.com/watch?v=nYTRFKGR9wQ


AI for design

All companies use AI to design anything that can be manufactured: shoes, clothing ... 

Books are written, with the story and illustrations generated by AI. 

YouTube is full of AI-created videos are added to songs and instrumental music. 

https://www.google.com/search?q=creative+AI+designs++shoes


Design: toys



Architecture competitions

Many examples of fantastic sculptures and architecture, like this 
sea hotel, or arctic habitats. 

A group of architects competed with AI designing a house on a hill. 
In blind evaluation 38% choose human and 62% AI project. 

AI Architectured, competition platform for designs.

https://www.google.com/search?q=aI+architecture+competition
https://aiarchitectured.com/


Creativity: AI Virtual Artist

AIVA – AI Virtual Artist, admitted to SACEM (France), with >1000 compositions 

AIVA YouTube channel. 

AI completed Beethoven X Symphony in 2021, and Huawei used AI to complete Schubert's 
Symphony No. 8. In 2024 we have a flood of systems that from prompt => songs in any style!  
Udio, Suno, MusicGen, Musicfy, Mubert, Soundful, Stable Audio and many others … 

Using fake voice of artists allows for creation of new songs “in style” of famous artists 
– creating big concerns in music industry. 

https://www.aiva.ai/about
https://repertoire.sacem.fr/resultats?filters=parties&query=aiva#searchBtn
https://www.youtube.com/channel/UCykVChITx5kqBoGkzfz8iZg
https://www.beethovenx-ai.com/
https://www.linkedin.com/pulse/schuberts-unfinished-symphony-how-ai-finished-smartphone-jose-perez/
https://www.udio.com/


Creativity: AI Virtual Artist

Hatsune Miku, Japanese “vocaloid” hologram and software voicebank, created 
in 2007.  “She” tours around the world and gives concerts for tens of thousands 
of fans, including the opening act for Lady Gaga's world tour in 2014.

Abba made holographic ABBATAR Voyage
performance shown in London since 2022, 
using mixed reality. 

Avatars are replacing people … influencers make real money.  
Artificial love … use Replica! Or … better not. 

https://youtu.be/IdtL83aDFIs?si=OTd2ucaQy1eAwKbK
https://abbavoyage.com/
https://www.youtube.com/watch?v=hp2TXzx_9dg


AlfaStar Strategic Game

Deepmind.google alphastar - mastering-the-real-time-strategy-game-starcraft-ii

https://deepmind.google/discover/blog/alphastar-mastering-the-real-time-strategy-game-starcraft-ii/


GameNGen
Generative intelligence (a small diffusion model) creates a game in its memory, creates and 
executes a Doom game without programming.            https://gamengen.github.io

https://gamengen.github.io/


Immersion in the virtual world
Sight, hearing, touch, smell, movement … 
the real world is not so interesting anymore!
Here comes Meta, with XR glasses, soon contact 
lenses, computers and smartphones may disappear, 
replaced by glasses and voice interfaces. They will 
know us much better than we know ourselves. 
LMMs: GPT-4o, Google Astra, Meta Chameleon.

Responsible Metaverse (UAE)

http://lnco.epfl.ch/realism
https://ai.gov.ae/publications/


Google Project Astra

Spatial orientation allows Gemini to remember where various objects are, 
understand intentions, gestures and sketches, turn drawings into diagrams, and 
have intelligent conversations. 

• Project Astra video - LMM has full situational awareness.

Gemini sees through the AR glasses the drawing on the whiteboard 
and answers the question “what can I add here to make the system run faster.”

AR glasses + AI interpret 
visual input, explain and talk 
to the user. 
Smartphones can translate 
many languages using voice 
in real time. 

https://www.youtube.com/watch?v=nXVvvRhiGjI


AI glasses that understand the world, learn names of objects, explain what we see, read, and remind 
us of things, where I left things, parked my car, what to use in my cooking. Integrated with media. 

https://www.youtube.com/watch?v=scDLJAYrHaE


VR + EEG, BCI + AI

VR glasses are now comfortable, soft contact lenses are coming. 
Augmented/virtual reality + EEG + AI = the world of Alice in Wonderland.



GTP 4o/o1

OpenAI GPT 4 omni, a new “flagship” model, faster and better than GPT-4 Turbo.

It can reason in real time using a combination of text, audio and video, using a 
smartphone camera to comment on everything it sees. The response speed is 
just 0.3 seconds, GPT-4 averages 5.4 seconds.

All information is integrated into one big neural network. 

Speech expression is fully natural, taking prosody and emotion into account.

Customer service in the near future: smartphones will determine everything among themselves!

GPT-o1/o1 mini models, operate much slower conducting deep reasoning at the level of a 
doctoral student in the field. This has been shown in many applications.

https://youtu.be/FVjiV0_aRpQ?si=nQ6PBup0xw2px2O2&t=271
https://www.youtube.com/shorts/D3tFS26uxQ0
https://openai.com/index/introducing-openai-o1-preview/
https://www.youtube.com/shorts/D3tFS26uxQ0


Techno-Sapiens

We have access to all of humanity's knowledge, AI can do almost anything, 
but we must learn to use it, to evaluate it critically so that we don't become pushovers.
Education is still the most important thing. To seek, one must first find! 

Understand what to ask, critically evaluate the answers. 
Learn how not to get distracted! 
If we succeed in this, we will enter the golden age of humanity. 
It's time to grow a lot of artificial brains to help us.



Lectures on AI (historical value)

AI history: 
AI History Infographics
Harvard Blog,   Wikipedia

AI in business:
https://www.facebook.com/sztucznainteligencjawbiznesie
Microsoft AI Page

Interesting AI projects on my Flipboard AI
Google+Collections: AI Theory and Practice
Some speculations about future o przyszłości, prezentacja 2016

Other AI courses 2016/17
Stanford CS 221,   UC Berkeley CS188 Intro to AI
Waterloo  Artificial Intelligence I CS 3346A
Uni Wrocławski Artificial Intelligence - 2014/2015
Best intro slides

https://www.livescience.com/47544-history-of-a-i-artificial-intelligence-infographic.html
http://sitn.hms.harvard.edu/flash/2017/history-artificial-intelligence/
https://en.wikipedia.org/wiki/History_of_artificial_intelligence
https://www.facebook.com/sztucznainteligencjawbiznesie
https://www.microsoft.com/en-us/research/research-area/artificial-intelligence/
https://flipboard.com/@wlodzislaw/ai-q2dhj0nuy
https://plus.google.com/collection/cgIYFB
http://www.is.umk.pl/~duch/ref/PL/00/00-future/future.html
http://www.is.umk.pl/~duch/ref/PL/16/1606-technologie-neurokog.pptx
http://web.stanford.edu/class/cs221/
http://ai.berkeley.edu/lecture_slides.html
http://www.csd.uwo.ca/faculty/cling/cs346a/
http://sequoia.ict.pwr.wroc.pl/~witold/aiuwr/
https://www.analyticsindiamag.com/popular-presentations-on-artificial-intelligence-and-machine-learning/


More courses 

6 best free AI courses in 2018 – all about machine learning.

Machine Learning for musicians and artists at Goldsmith College, London

Class Central: many AI/ML courses

https://www.visirule.co.uk/ Build Intelligent Solutions with AI

Legal, medical, financial and machine diagnostics demos.

http://www.cs.cmu.edu/~ark/SEMAFOR/

Open-source software developed for research purposes, SEMAFOR automatically processes English 
sentences according to the form of semantic analysis in Berkeley FrameNet.

FrameNet maps meaning to form in contemporary English through the theory of Frame Semantics.

Nature Research AI 2020 article collection.

Nature Index 2020 Artificial Intelligence.

https://www.forbes.com/sites/bernardmarr/2018/04/16/the-6-best-free-online-artificial-intelligence-courses-for-2018/
https://www.visirule.co.uk/
https://www.classcentral.com/course/kadenze-machine-learning-for-musicians-and-artists-3768
https://www.classcentral.com/subject/ai
https://www.visirule.co.uk/
http://www.cs.cmu.edu/~ark/SEMAFOR/
http://framenet.icsi.berkeley.edu/
https://framenet.icsi.berkeley.edu/fndrupal/
https://www.nature.com/collections/hchdibjchj
https://www.natureindex.com/supplements/nature-index-2020-ai/index


Artificial ?

Search: Wlodzislaw Duch
=> talks, papers, lectures, Flipboard, YouTube

https://www.google.com/search?q=Wlodzislaw+Duch
https://www.is.umk.pl/~duch/ref.html
https://www.is.umk.pl/~duch/cv/WD-topics.html
https://www.is.umk.pl/~duch/Wyklady/index.html
https://flipboard.com/@Wlodzislaw
https://www.youtube.com/results?search_query=w%C5%82odzis%C5%82aw+duch



